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DMVPN Overview

*Marketing Jargon Optional

Point-to-Multipoint Layer 3 VPN

Hub/Spoke Topology

Supports Multiple Passenger Protacols

Scalable Connectivity
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DMVPN Components

Generic Routing Encapsulation (Specifically mGRE)

Next-Hop Resolution Protocol

Dynamic Routing Protocols

Crypto IPSec (Optional but recommended through inseeure transport)



DMVPN Topology
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Generic Routing Encapsulation

GRE Tunnel

IP Transport Network

GRE Tunneling Protocol

Encapsulates a wide variety of protocol packet types inside IP tunnels.

Creates a virtual point-to-point link to Cisco routers at remote points over an [P intermetwork.

Uses |P for transport.

Uses an additional header to support IP multicasting and any other O3 Layer 3 protocol as payload.




GRE: Whatis it Good For?

Transport the untranspartable — IPv6 over IPv4 transport or vice versa as an
example

Virtual network adjacency — Supporting some legacy application protocols and
solutions

Routing manipulation — Path preference and traffic engineering
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GRE: How Does it Work?

o Alogical GRE tunnel interface is created on two device endpoints. This logical tunnel requires
that an interface be defined as the source of the GRE tunnel. This can be a physical or logical
interface, but can not be itself.

o Atunnel destination is also configured on the GRE Tunnel interface*. This destination IP address
must be routable in order for the tunnel to go from a down to up status and allow traffic to be
routed through the tunnel.

o When each tunnel source and destination is routable from the other, the GRE tunnel comes up
and traffic can be directed into the tunnel by any method, be it IGP/EGP or static routing.

* Multipoint GRE does not need a tunnel destination configured, and will be discussed later
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GRE: How Does it Work?

When the next-hop of a packet is through a GRE tunnel, the router encapsulates the packet in a
GRE header which includes the entire original packet, preserving the source/destination of that
original packet. While that GRE-encapsulated packet traverses the infrastructure to the tunnel
destination, the original packet is not consulted for routing decisions.

When the GRE-encapsulated packet reaches the tunnel destination, the GRE header is stripped
and the remote endpoint makes a routing decision based on the ariginal packet destination.
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GRE: Flying The Friendly Skies

GRE Tunneling is like being a passenger
on an airplane

Passengers fly over the infrastructure
from hop to hop, or from airport to
airport, without being aware of the
supporting infrastructure or conditions
outside
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GRE: Underlay vs. Overlay

o Overlay network refers to the network
virtualization that is achieved by
abstracting the details of the underlay
network from the passenger protocol in a
GRE tunnel.

o Underlay network refers to the true
network infrastructure and layout which
serves as transport for the overlay
network endpoints to reach each other.
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GRE Tunnel Checklist

v" Tunnel interface created — Number is locally interface TunnellO0
significant

v" Tunnel IP addressing configured for overlay
netwark

v" Tunnel source selected — IP or interface
v" Tunnel destination selected — IP only*

v (Optional) Tunnel Key — Needed if sourcing
multiple GRE tunnels from same interface

v Verify reachability between tunnel source and
destination

Sending 5, Q0-byte " hos to 77.77.77.7, timeout is 2 seconds:

Packet sent with a source address of 88.83.

Success rate is 100 percent (5/5), round-trip minfavg/max = 1/1/1 ms

* Except in case of GRE multipoint



Anatomy of a GRE Packet

58 215.898443 172.16.168.6 172.16.100.8 138 Echo i id=ex@eea, seq=@/@, ttl=254 (reply in 6@

Frame 58: 138 bytes on wire (1184 bits), 138 bytes captured (1184 bits) on interface @
Ethernet II, Src: aa:bb:cc:88:78:18 (aa:bb:cc:88:708:18), Dst: aa:bb:cc:88:58:88 (aa:bb:cc:808:58:88)
% Internet Protocol Version 4, Src: 77.77.77.7, Ds 88.88.88.8
wew. = Version: 4
+... 8181 = Header Length: 2@ bytes (5)
Differentiated Services Field: @x@@ (DSCP: CS@, ECMN: Not-ECT)
Total Length: 124
Identification: @x@els (24)
Flags: 8x0088
Time to live: 255
Protocol: Generic Routing Encapsulation (47)
Header checksum: 8x7@86 [validation disabled]
[Header checksum status: Unverified]
Source: 77.77.77.7
Destination: 38.88.83.8
v Generic Routing Encapsulation (IP)
Flags and Version: @
Protocol Type: IP (@x@8ea)
¥ Internet Protocol Version 4, Src: 172.16.188.6, Dst: 172.16.180.83
= Version: 4
.... @181 = Header Length: 28 bytes (5)
Differentiated Services Field: @x@@ (DSCP: CS@, ECN: Not-ECT)
Total Length: lee
Identification: @xeeee (@)
Flags: ex@eos
Time to live: 254
Protocol: ICMP (1)
Header checksum: @x9c69 [validation disabled]
[Header checksum status: Unverified]
Source: 172.16.188.6
Destination: 172 Be.8
v Internet Control Message Protocol
Type: 8 (Echo (ping) request)
Code: @
Checksum: @x69%a [correct]
[Checksum Status: Good]




Multipoint GRE

interface TunnellOQ
ip address 172.1&e.100.8 2
no ip redirects

tunnel source Ethernetd/0
tunnel mode gre multipoint
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Multipoint GRE works the same as traditional
GRE with some exceptions

With multipoint GRE, there is no tunnel
destination configured because the same tunnel
can have multiple destinations

Multipoint GRE relies on another mechanism to
determine tunnel destinations such as NHRP in
the DMVPN model

With multipoint GRE, the same logical tunnel can
have multiple endpoints instead of needing a
separate tunnel interface per endpoint

The use of multipoint GRE is central to the
scalability and dynamic nature of DMVPN



NHRP and DMVPN

Phase 3 — NHRP Resolution Request

Data packet
NHRP Redirect
NHRP Resolution

Physical: 172.17.0.1

NHRP mapping Tunnel0:
CEF FIB Table

Physical: 172.16.1.1
Tunnel0: 10.0.0.11
192.168.1.1/24

10.0.0.1 = 172.17.01
192.168.2.1 = ??2?

192.168.1.0/24 = Conn.
192.168.0.0/16 = 10.0.0.1

10.0.0.1

192.168.0.0/24 - Conn.
192.168.1.0/24 - 10.0.0.11
192.168.2.0/24 - 10.0.0.12

Physical: 172.16.2.1
Tunnel0: 10.0.0.12

10.0.0.1 = 172.17.0.1
10.0.0.11 = 172.16.1.1

192.168.2.0/24 = Conn.
192.168.0.0/16 = 10.0.0.1

17
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Next-Hop Resolution Protocol

NHRP is a protocol which provides a function
similar to ARP in broadcast networks, but across

a non-broadcast medium

By having hub devices in the DMVPN tapology
configured as Next-Hop Servers, and spoke
devices configured as Next-Hop Clients, a
mechanism exists to dynamically learn underlay

addresses

NBMA next hop

Router D a

N\ HOR 3, Toasasnn"

Router A
Router B



NHRP: What is it Good For?

Facilitate direct spoke-to-spake traffic flows to avoid hairpin or suboptimal routing

Extends scalability of DMVPN by ensuring that hub devices do not need separate configuration for

each spoke device

Provides the glue that allows multipoint GRE tunnels te be built

19



NHRP: How Does it Work? i

o Typically, at least one router is configured as the Next-Hop Server, which will register the
underlay/overlay addresses of the Next-Haop Clients and keep a table of registrations. In the case
of DMVPN, the hub is configured as the server and spokes as clients.

o Spoke routers are configured with the underlay and overlay addresses of the NHS. There can be
multiple NHS configured, as well as NHS priority and other NHRP features to aid in NHS
selection.

0 Spoke routers will attempt to communicate with the configured NHS and register their
underlay/overlay addresses to that NHS. If the spoke router needs to build a GRE multipoint
tunnel to an another spoke, it will request the underlay information from the NHS which
matches the overlay address needed to route traffic.
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NHRP: Let's Book a Flight

AVEL
\QQST Na,-lo” NHRP is similar to booking a flight on a travel

website

Airlines register their flights and destinations with
the travel website, and when a customer wants to

go to a destination, they query the travel website for

== NEW YORK, USA [ MOROCCO the best flights to get there
z—: ATHENS, GREECE —}— LONDON, UNITED KINGDOM

ES3 HI0DEJANEIRO, BRAZIL  mm ST. PEVERSBURG, RUSSIA Since the airlines registered their flights, the travel

website can return best matches to the customer
for trip planning

B B ROME, ITALY === BANGNOK, THAILAND
T BARCELONA, SPAIN "3 CAMBODIA

B 1 PARIS, FRANCE ISTANBUL, TURNEY

B NATHMANDU, NEPAL B PRAGUE, CZECH REPUBLIC
HANOI, VIETNAM == BUDAPEST, HUNGARY
m= puENOS AIRES, ARGENTINA = CUZCO, PERD

o=

Wi 1/ 7¢?



NHS Checklist

4 NHRP Multicast Mapping — Replicated unicast to
suppart pseudo-multicast

‘/ NHRP Network ID — Differentiates NHRP NBMA
networks

4 NHRP Authentication (Optional) — Authenticates
spokes/hubs

v NHRP Redirect (Optional) — Similar to IP redirect,
facilitates spoke-to-spoke traffic flows

Configuration required on the hub is minimal by design
in order to be as dynamic as possible

ip nhrp map multicast dynamic

ip nhrp network-id 100

ip nhrp authentication securepw

ip nhrp redirect
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NHC Checklist

v

v

NHRP Multicast Mapping — Map multicast traffic to NHS
underlay address

NHRP Network ID — Differentiates NHRP NBMA networks,
must match NHS

NHRP NHS Mapping — Static mapping of NHS underlay IP
address to averlay IP address

NHRP Authentication (Optional) — Authenticates spokes/hubs

NHRP Shortcut (Optional) — Works in conjunction with NHRP
Redirect to facilitate spoke-to-spoke traffic flows

ip nhrp map multicast 77.77.77.7

ip nhrp network-id 100

ip nhrp map 172.16.100.1 77.77.77.7

ip nhrp nhs 172.16.100.1
ip nhrp authentication secursepw

ip nhrp shortcut
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NHS Registration Dissected

¥ Next Hop Resolution Protocol (NHRP Registration Request)
¥ NHRP Fixed Header

Protocol Type (short form): IPv4 (Bx@868)

Protocol Type (long form):

Hop Count: 255

Packet Length: 188

NHRP Packet Checksum: @x@5e5 [correct]

[NHRP Packet Checksum Status: Good]

Extension Offset: 52

Version: 1 (NHRP - rfc2332)

NHRP Packet Type: NHRP Registration Request (3)

Source Address Type/Len: NSAP format/4

Source SubAddress Type/Len: NSAP format/@
% NHRP Mandatory Part

Source Protocol Len: 4

Destination Protocol Len: 4

Flags: @x8@882, Uniqueness Bit, Cisco NAT Supported
)
Source NBMA Address: 88.88.
Source Protocol Address: 17
Destination Protocol Address:
Client Information Entry

88 .
2.

Responder Address Extension
Forward Transit NH5 Record Extension
Reverse Transit NHS Record Extension

g A

AESE

ENE
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Dissected

NHS Registration

Vv Next Hop Resolution Protocol (NHRP Registration Reply)
Vv NHRP Fixed Header

Address Family Number: IPv4 (©x2001)
Protocol Type (short form): IPv4 (@x0800)
Protocol Type (long form): @0000e00ee

Hop Count: 255

Packet Length: 128

NHRP Packet Checksum: @x7f6c [correct]
[NHRP Packet Checksum Status: Good]
Extension Offset: 52

Version: 1 (NHRP - rfc2332)

NHRP Packet Type: NHRP Registration Reply (4)
Source Address Type/Len: NSAP format/4
Source SubAddress Type/Len: NSAP format/e

Vv NHRP Mandatory Part

Source Protocol Len: 4
Destination Protocol Len: 4

Flags: @x8002, Uniqueness Bit, Cisco NAT Supported

Request ID: ©x@@000001 (1)

Source NBMA Address: 88.88.88.8

Source Protocol Address: 172.16.100.8
Destination Protocol Address: 172.16.10.1
Client Information Entry

Responder Address Extension
Forward Transit NHS Record Extension
Reverse Transit NHS Record Extension

288238838888

AS3238888 &
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Routing and DMVPN

Static
Dynamic

10001

10.0.1. =n+10=>

u 10.0.1.11

PAS)



Routing With DMVPN

Routing With DMVPN carries specific design
considerations depending on the routing protocol
used.

o Will the routing protocal be using unicast or
multicast to form neighbors?

o Does the routing protocol support different next-
hop addresses?

o What per-neighbor metrics (if any) are supported?

o On the NHS/Hub routers, how will neighbors
scale from a control plane perspective?

27
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DMVPN Routing:
How Does It Work?

o DMVPN routing is a hub-and-spoke flow in the control
plane

Lo3: 10.0.3.0/24

o Spokes will form routing adjacencies with hubs but not
other spokes, and will learn route advertisements from the
hub routers

152.168.250.1/29

o Inthe data plane, traffic will be initially sent to the hub, but
subsequent flows will be sent directly from spoke to spoke
via two methods:

INTERNET

» NHRP Redirect/Shortcut will be used to trigger spoke-
to-spoke traffic flow

Lot —— Pecket?) § « Alternatively, the IP next-hop of advertised routes can
Rz@mvnejo: N 5 unnel0: LA Tunnel0: be preserved from spoke to hub to spoke, in order to
192.168.250.2/29 192.168.250.3/29 192.168.250.4/29 . :
trigger spoke-to-spoke traffic flows




DMVPN Routing with EIGRP 1

Hellos will be sent to the hub because of NHRP configuration. Because a hub may have thousands of
neighbors, some timer tuning is needed to scale the control plane effectively

Scaling the EIGRP Query Domain with DMVPN is important — This is usually accomplished with a summary-
address toward spokes on the hub router and also by settings spokes as EIGRP stub

From the hub perspective, metrics cannot be changed on a per-spoke basis without moving the spake to an
entirely different DMVPN tunnel interface. Offset-lists and delay can be applied only to the tunnel interface,

which affects all spokes

Disable split-harizon in order to allow route updates to propagate between spokes if not using
summarization

Consider using a different EIGRR AS for the DMVPN network for traffic engineering purposes



DMVPN Routing with OSPF

Hellos will be sent to the hub because of NHRP configuration. Because a hub may have thousands of neighbors,
some timer tuning is needed to scale the control plane effectively

Under normal circumstances, all OSPF routers within an area share an identical copy of the link-state database,
and with DMVPN, all routers are in the same area due to sharing the same IP subnet

Because of this, scaling is a challenge. The DMVPN spoke routers should be totally stubby or totally not-so-
stubby if possible to aid scaling of the LSDB

OSPF network type is integral to DMVPN design

Point to Multipoint. Increases routing table with host addressing but is preferred due to simple configuration
Point to Point / P2MP. Spokes run P2P and Hubs run P2MP; OSPF timers must be adjusted
Broadcast / Non-Broadcast. Not preferred, only needed if NHRP Redirect/Shortcut isn't supported

All network types except Broadcast support per-neighbaormetric manipulation on the hub

Routing changes on spoke routers can trigger an SPF recalculation for all DMVPN routers, for this reason OSPF
Is notpreferred fo/r large-scale DMVPNdeployments
\ =

=
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DMVPN Routing with BGP |

Largest routing decision to make with using BGP over DMVPN is whether to use iIBGP or eBGP

eBGP:

Uses BGP's built-in loop-prevention mechanism

AS-Path typically used to help path preference across DMVPN

Requires far more BGP configuration on hub per spoke

Each hub and spoke requires its own BGP AS, or configuration on each hub to break loop prevention in order to
advertise spoke routes to other spokes

IBGP:

Better scaling for neighbors (dynamic BGP neighbors passible on hub, simple configuration)

Local Preference can be used to set path preference across the DMVPN

Hub will typically be a route-reflector and spokes will be clients

All spokes peer with hub aver B&P using next-hop-self to madify next-hap

Hub doesn't require next-hop-self,but if configured, it can still trigger spoke/spoke tunnels usingNHRP
Redirect/Shortcut

N\



Routing: Air Traffic Control

32

In the DMVPN model, routing protocols act as air
traffic control in the control plane

Planes do not have to reach their destinations
through the ATC towers, but will ask ATC on which
flight plans are available

ATC directs the planes on the best paths to take to
reach the destination



IPSec ESP
ransport mode
120 Bytes

IPSec ESP
Tunnel mode
136 Bytes

Crypto IPSEC and DMVPN

IPSec | ESP ESP v ESP ESP
Hdr Hdr 1\ oice | pad/NH | Auth
20 8 8

2-257

v ESP ESP
oice | pad/NH| Auth

33
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IPSEC With DMVPN

Because the IP transport for DMVPN is often over a
third-party unsecure network (ie, the Internet) there is
a need to encrypt traffic. For this reason, Internet Key
Exchange and IP Security were created

IPSec ESP
Transport and Tunnel Modes

Transport mode

o IPSEC transport mode preferred to tunnel mode
in DMVPN because GRE is already providing
tunneling

o No need for static crypto maps with DMVPN
because crypto is based on traffic entering the
GRE tunnel

o IPSEC tunnel protection profiles simply encryption
configuration
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IPSEC: How Does It Work?

Host A Router A Fouter B Host B 0 IPSEC encrypts the entire payload of a packet in order to
provide confidentiality and integrity to the data within

o IPSEC parameters must be configured on each router in

- Host A zends interesting traffic to Host B. order to choose common encryption methods

. Routers A and B negotiale an IKE phase one session.

’, '-.‘_‘ . . g
IKESA |< [ IKEPhase1 = >|IKESA o Authentication can be provided by pre-shared keys or

i _ digital certificates
3. Houtars A and B neqotiata an IKE phase two session.

L IKEPhase 2000 0> [ IPSec SA o Because the establishment of an IPSEC tunnel starts with

unencrypted data, there is first an IKE Phase 1 negotiation
to establish the secure channel to negotiate the IPSEC

4. Information is exchanged via IPSec unnel,

"—BM > tunnel, followed by an IKE Phase 2 negotiation to create

5. IPSac tunnel s terminated, the tunnel itself
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|IPSEC in Action: Setup

our Info
bb B 18 0 ply

aa:bb:cc:88:58: Device ID: ISP Port ID: Ethernet@d/1
bb

o o ' o hos 0.6 o o Tunnel Setup: Traffic to be encrypted is forwarded to the
y GRE tunnel

: i::::ftﬁ ion (Main Mode)
Identity ion (Main M ! . :
s me 0 IKE Phase 1: Authenticate peer and negotiate IKE security
EiD S Eey S L associations, set up a secure channel for IKE Phase 2
ISAKMP

0 IKE Phase 2: Negotiate SA parameters, set up matching
IPSEC SA for peer

T7.77.77.7
77.77.77.7

o Data transfer, encryption based on IPSEC parameters
negotiated and active SA

: IPSEC (1)

lext Payload (@)

o Tunnel Termination: SA terminates through deletion or
timeout after traffic flow completes

xt Payload (@)

Attribute (t=1,1

(E Attribute (t=14,
IKE Attribute (t=2,1
IKE Attribute i Alternate 1824-bit MODP group
IKE Attribute
IKE Attribute
IKE Attribute

ndor ID (13)




PSEC in Action: Ping Between Spoke

source Destination Protocol  Length Info
1 9.800800 172.16.180.6 224.0.0.10 EIGRP 98 Hello
136214 aa:bbicc:80:50:10 @a:bbicc:08:50:10

:00:60:00 60 Reply
CDP/VTP/DTP/PAGP /UD. 389 Device I Ethernetd/e

9 19.137585 : : : 68 Reply
10 10.523122 138 Echo (ping) request id=6x08@2, seq=8/8, ttl=255 (reply in 12)
1110.524485  77.77.71.7 138 NHRP Traffic Indication
1210.525277  2.2.2.2 138 Echo (ping) reply  id=6x0802, seq=8/8, ttl=254 (request in 1)
1310.525626  1.1.1.1 138 Echo (ping) request id=6xP@@2, seq=1/256, tt1=255 (reply in 14)
14 10.526979 138 Echo (ping) reply  id=6x08@2, seq=1/256, ttl=254 (request in 13)
15 19.527170 138 Echo (ping) request id=6x0862, 55 (reply in 16)
16 10.528429 138 Echo (ping) reply  id=6x0802, seq=2/512, ttl=254 (request in 15)
17 19.528613 138 Echo (ping) request id=6x0862, 55 (reply in 18)
18 10.529783 138 Echo (ping) reply  id=6x0802, 54 (request in 17)
19 19.529958 138 Echo (ping) request id-6xP6@2, seq=4/1624, tt1=255 (reply in 20)
20 10.531141 138 Echo (ping) reply  id=6x0802, seq=4/1624, ttl=254 (request in 19)
21 19.538144 126 NHRP Resolution Request, ID=4
22 10.539809 174 NHRP Resolution Reply, ID=4, Code=Success
23 19.539843 145 NHRP Resolution Request, ID=4

174 NHRP Resolution Reply, ID=4, Code=Success

Time Source Destination

6.391852 aa:bb:cc:0@:50:10 aaibbicc:

18. tbb: 168 aa:bb:cc:
le. .66. 88.
1. .88. 66.66.66.
le. .66. 88.

1. .88. 66.

le. .66. 88.

1@. .88. 66.

le. .66. 88.

1@. .88. 66.
1@8.272671 .66.66.6 88.
18.273708 .88.88.8

18.694113 66.66.66.6

18.822637 77.77.77.7 66.66.66.

[ NIV R ST e

©.0600080 aa:bb:cc:80:60:80 aa:bb:cc:
1.237295 77.77.77.7 66.66.66.
1.961940 66.66.66.6 777777
5.836577 77.77.77.7 66.66.66.

6.431113 77.77.77.

Protocol  Length Info
80:60:60  LOOP 68 Reply
6 ESP 158 ESP (SPI=@x6bafcafd)
7 ESP 158 ESP (SPI=@xhdcdacce)
6 ESP 158 ESP (SPI=@x6bafcafd)
©0:56:16  LOOP 60 Reply
7 ESP 158 ESP (SPI=8xbdcdacce)
©0:66:00  LOOP ¢ Reply

.8 ESP 182 ESP (SPI=@x55130274)

ESP 182 ESP (SPI=@xaff87615)
ESP 182 ESP (SPI=0x55138274)
182 (SPI=0xaff87615)

182 (SPI=0%55130274)

182 (SPI=0xaff87615)

182 (SPI=0%55130274)

182 (SPI=0xaff87615)
(SPI=0%55138274)

(SPI=0xaff87615)

(SPI=Bxbdcdacce)

6 (SPI=@x6bafcafd)

Frame 1: 98 bytes on wire (784 bits), 98 bytes captured (784 bits) on interface @
Ethernet II, Src: aa:bb:cc:@0:69:09 (aa:bb:cc:@0:60:08), Dst: aa:bb:cc:@0:50:18 (aa:bb:c
Internet Protocol Version 4, Src: 66.66.66.6, Dst: 77.77.77.7

Generic Routing Encapsulation (IP)

Internet Protocol Version 4, Src: 172.16.109.6, Dst: 224.0.0.10

Cisco EIGRP

Frame 1: 6@ bytes on wire (488 bits), 6@ bytes captured (482 bits) on interface @

Ethernet II, Src: aa:bb:cc:@@:60:80 (aa:bb:cc:d8:
Configuration Test Protocol (loopback)
Data (4@ bytes)

:8@), Dst: aa:bb:cc:@8:68:08 (aa:bbrcc:

0000 aa bb cc @@ 50 10 aa bb cc @0 60 92 08 09 45 @
08 54 87 dc @0 0@ ff 2f 94 42 42 42 42 @6 4d ad
4d 07 @0 00 @3 00 45 c@ @ 3c @7 <6 00 0@ @1 58




IPSEC: Engage Stealth Mode

38

No aircraftis completely invisible, just as packets are
not invisible on the wire

Stealth aircraft rely on low radar profile and active
measures ta minimize detection, just as encrypted
packets rely on a strong encryption algorithm to
protect the data inside



DMVPN Design Challenges

e
Default
vrf global  vrf INET-PUBLIC

g 3 internet
—_—

Default
\ lbefaull

ef’%g\ Outside
utsi
¢ Coaa
wp Default Route
wp Default Route (wf INET-PUBLIC)
Default

DMVPN Spoke Router  vrf global vrf INET-PUBLIC




CORE' SWITCH / CORE2 SWITCH

ROUTER

0.0.0.0.0/0 to allow dynamic tunnel
ASA CLUSTER establishment

Internet

Problem:
nderlay/Over

oute Table Fu
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Solution:
~ront Door VRF

Virtual Route Forwarding (VRFs) create
multiple logical routers on a single device

de VRF (yello

ACL 10 permit ) for inte
only athorzed . giaia
vafic;Le. Psec | Provider VRF minimizes threat exposure

Branch LAN Provider Assgned
10.1.1.024 WAN IP Address
10.1.2.024 192.168.254.254
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Front Door VRF: What Is It Good For?

Needed to separate the routing table of the underlay and overlay networks

Allows default routing on hub for dynamic tunnel establishment without overriding a preferred
default route for spokes

Allows underlay network traffic flow to be different than overlay network traffic flow if desired



Front Door VRF: Why Do We Need It?

Default route sent from Data
Center forces store to use
Data Center (with firewall)

for Internet transport

Store traffic lands on DMVPN
router, which has default

CORET SWITCH COREZ SWTCH

@ route statically set to
Internet — hairpins on

DMVPN HjIB ROUTER

0.0.0.0.0/0 to allow dynamic tunnel DMVPN router :tO Internet’
ASA CLUSTER establishment does not reach firewall to be
inspected/NAT — Store can
not reach internet

L@

\
/
™~
}/ STORE ROUTER

Internet

-
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Front Door VRF: Why Do We Need It?

PNROUTER

Internet Link is in FVRF with 0.0.0.0/0 Route
ASA CLUSTER

Internet

STORE ROUTER
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Problem: Route
Recursion Causes —E
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? Solution: Selective
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Route Recursion in DMVPN Explained

In this example, DMVPN tunnels are built using Loopback as tunnel source
Underlay IGP provides reachability between tunnel endpoints
Overlay eBGP advertises all networks (including tunnel endpoints)

Routers learn path to tunnel endpoints with better AD through the tunnel and update RIB

o)
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Route Recursion in DMVPN Explained

Issue is that the underlay address of the tunnel endpoint is now thought to be best reachable
through overlay tunnel

When CEF does route-lookup for GRE-encapsulated packet, exit interface will be the GRE
tunnel itself

Tunnel will be torn down because underlay reachability is lost, until route convergence causes
the best path to tunnel endpoint to be through the underlay again

When tunnel is rebuilt and routing adjacencies recovered, the issue will repeat until the tunnel
endpoints are no longer advertised through the tunnel, longest match is through underlay
only, or AD is changed to prefer underlay instead



Problem: One or
Viore Devices UsINg

Hub

! nslation breaks Integrity/ Authenticity when
\I A source address is

er in UDP
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Solution: NAT

DMVPN

Traversal (NAT-T

der in UDP P.
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IPSEC NAT Traversal in DMVPN Explained

Since NAT changes the source address of a packet, it breaks the integrity/authenticity
principles of IPSEC

DMVPN routers can detect if one or more endpoints are behind a NAT when starting the
crypto setup between them by checking the result of a NAT-T probe, which includes a hash of
the source/destination IP/port.

If the NAT-T probe’s hashes do not match on both ends, it is understood that NAT took place
somewhere along the path and NAT Traversal is needed

If NAT-T is to be used, IPSEC packets are encapsulated in a®UDP packet using port 4500,
which allows the NAT device to process the packet without touching the IPSEC header within
and thereby retaining authenticity/integrity

A\



DMVPN Designs

192.168.0.0,/24 192.168.1.0/24 o .
- Static

1 _’_ _’7HUE-— Dymamic

SF [:]Et
SPOEES d

192.168.2.0/24

192.168.3.0/24
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Single Hub DMVPN

Benefits:
Simple DMVPN Configuration

Simple routing configuration

Weaknesses:
Single point of failure
One hub must have all control plane adjacencies

Any traffic destined behind the hub has only a
single path to take, could lead to congestion if
spokes all need resources behind hub at same time

50




Single Hub Dual Cloud
DMVPN

Benefits:

Redundant paths
Easier to set path preference per-DMVPN

Can load balance traffic destined from/to network
behind hub

Failover time is based on routing convergence only

Weaknesses:
Routing design can be complicated, loops possible
More tunnel interfaces per spoke needed

More IP addressing required, different subnets per-
DMVPN
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Dual Hub Single Cloud

DMVPN

Benefits:
Redundant DMVPN hubs 192.168.0.0/24  192.168.1.0/24

Static

a _I_ _I_HLTE Dynamic

Simpler routing configuration

Can load balance traffic destined from/to network

behind hubs
Less IP addressing required, fewer tunnel
interfaces
SPOKEL
192.168.2.0/24
Weaknesses: 152168.3.0/24

Path preference, if desired, affects all spokes
because metric must be adjusted per hub

More complicated hub and spoke configuration



Hierarchical DMVPN

Benefits:
Excellent scale for control plane and spokes

Regional hubs can connect with central hub instead
of full mesh of hubs

Potential to add multiple hubs per region or
centrally to increase redundancy further

Weaknesses:

Very complicated design, only needed to scale to
very high number of spokes

More complicated hub configuration
More complicated routing design

Central Hub

Tu0-10.0.0.1/24
Eth0/0-172.17.0.9

Tu0-10.0.0.8/24
Tul-10.0.1.8/24
Eth0/0-172.17.0.1
L0100-172.18.0.1

Dynamic tunnel

Tu0-10.0.1.11/24 e = =

Eth0/0-172.16.1.1

Spoke 1 Spoke 2

192.168.11.0/24 192.168.18.0/24
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Lo0-172.18.0.5

Tu0-10.0.2.18/24
Eth0/0—-172.16.2.1



Where Do | Go From Here?

GRE Resources:

Anatomy of GRE Tunnels

GRE Tunnel Configuration Guide

NHRP Resources:
NHRP Configuration Guide

DMVPN Solution Resources:
DMVPN White Paper

IPSec VPN WAN Design Overview (CVD)
g N S
P N
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https://learningnetwork.cisco.com/blogs/vip-perspectives/2017/03/14/anatomy-of-gre-tunnels
https://www.cisco.com/c/en/us/td/docs/ios/12_4/interface/configuration/guide/inb_tun.html
https://www.cisco.com/c/en/us/td/docs/ios-xml/ios/ipaddr_nhrp/configuration/xe-16/nhrp-xe-16-book/config-nhrp.html
https://www.cisco.com/c/en/us/support/docs/security-vpn/ipsec-negotiation-ike-protocols/41940-dmvpn.html
https://www.cisco.com/c/en/us/td/docs/solutions/Enterprise/WAN_and_MAN/IPSec_Over.html
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https://www.cisco.com/c/en/us/td/docs/ios/12_4/interface/configuration/guide/inb_tun.html
https://www.cisco.com/c/en/us/td/docs/ios-xml/ios/sec_conn_dmvpn/configuration/xe-16/sec-conn-dmvpn-xe-16-book.html
http://docwiki.cisco.com/wiki/IWAN_Solutions:IWAN2.1
http://www.united.com/
http://www.wikipedia.org/
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